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**EXPT.NO. 09**

**Application and verification of central limit Theorem**

Q.1  Let X→ B (n, θ) use the central limit theorem  to find n such that,

Prob [X> n/2] ≥ 1- α

If α = 0.1 and θ= 0.45 calculate n

Satisfied prob  [X> n/2] ≥ 0.9

Q.2  Let X1, X2 ……X100 be a random sample from Poisson (λ) where λ= 3.  S=![](data:image/png;base64,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). Find prob(S≥300) using central limit theorem and compare with exact probability.

Q3. Let X1, X2 ……X50 be a random sample from Bernoulli(=0.45). S=![](data:image/png;base64,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).

(i) find prob(S≥30) using central limit theorem and compare with exact probability.

(ii) find prob(S≥10) using central limit theorem and compare with exact probability.

THEORY

Central Limit Theorem (CLT)

If Xi (i = 1,2,….n) be independently distributed random variables such that E(Xi) = μi and Var(Xi) = σi2 then as n tends to infinity the distribution of the sum of these random variables, namely Sn = X1 + X2 +….+Xn tends to the normal distribution with mean μ and variance σ2 where

and

Procedure

* Draw a random sample of size n from given distribution.
* Calculate S where S = X1 + X2 +….+X100 (n=100).
* Repeat above two steps 1000 times. Now we have S vector of size 1000.
* Calculate mean and variance of S.
* Convert this S into standard normal variate i.e. (use CLT)
* If sample size n>30 then we can use CLT.
* Then find out required probability using R command.

Sample :

|  |
| --- |
| Sum of Xi |
| S1 |
| S2 |
| .. |
| .. |
| S1000 |

|  |
| --- |
| 1 |
| 2 |
| .. |
| . |
| 1000 |

As n tends to infinity S follows N()

~ N(0,1)

* To calculate P(S)

P( = P(Z>…)

= 1 – pnorm(Z,0,1) gives approximate probability.

* To calculate exact probability P(S300)

P(S300) = 1 – ppois(299,300) gives exact probability.

Q.1  Let X→ B (n, θ) use the central limit theorem  to find n such that,

Prob [X> n/2] ≥ 1- α

          If α = 0.1 and θ= 0.45 calculate n

Satisfied prob  [X> n/2] ≥ 0.9

Prob [X> n/2] ≥ 1- α

Prob [X> n/2] ≥ 0.9

Prob [> ] ≥ 0.9

Since X ~ B (n,

Thus, = and

Therefore,

Prob [> ] ≥ 0.9

Prob [Z> ] ≥ 0.9 …..(1)

Here Z follows standard normal distribution Z~N(0,1)

Also

> qnorm(0.90,0,1)

[1] 1.281552

#Thus Prob [Z>1.281552] ≥ 0.9 …..(2)

Comparing (1) and (2) we get

1.281552

1.281552 \*

0.637564069

Thus n = 163

Q.2  Let X1, X2 ……X100 be a random sample from Poisson (λ) where λ= 3.  S=![](data:image/png;base64,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). Find prob(S300) using central limit theorem and compare with exact probability

> n=1000

> s=rep(0,1000)

> for(i in 1:1000)

+ {

+ x = rpois(100,3)

+ s[i] = sum(x)

+ }

> s

[1] 312 312 285 267 330 284 294 314 271 287 295 293 317 295 316 322 304 315

[19] 311 289 284 301 309 314 276 300 324 278 296 291 309 325 300 279 313 294

[37] 298 289 300 249 294 314 284 270 280 291 292 311 286 318 303 306 309 300

[55] 295 318 302 322 306 309 280 277 283 291 282 306 308 280 314 309 312 292

[73] 291 286 325 298 338 295 302 311 297 320 300 293 303 293 298 327 317 309

[91] 289 303 281 328 332 305 281 302 306 309 316 301 292 303 315 326 310 289

[109] 319 321 317 269 276 279 285 282 287 275 297 309 303 296 295 309 257 298

[127] 284 295 301 321 337 303 325 327 303 296 277 322 274 344 306 302 334 288

[145] 313 289 290 322 272 307 284 306 300 302 279 277 281 292 288 306 276 280

[163] 298 301 294 280 310 294 288 301 310 306 323 308 308 293 298 297 279 300

[181] 284 281 283 282 326 290 288 321 301 296 293 287 309 316 305 316 257 289

[199] 269 300 300 307 334 311 339 317 312 297 290 287 311 313 309 308 318 306

[217] 327 317 290 290 298 313 275 287 288 309 297 299 297 303 311 290 314 290

[235] 286 345 302 306 289 291 310 334 316 319 309 268 307 278 273 302 289 303

[253] 285 304 317 307 290 326 295 303 297 313 281 290 303 313 326 291 300 311

[271] 302 296 311 286 276 302 298 286 337 324 303 286 292 307 298 283 297 283

[289] 306 274 288 276 323 316 304 307 283 291 297 269 298 299 325 303 320 280

[307] 307 295 296 313 275 262 307 318 281 311 320 286 282 321 316 290 296 287

[325] 314 280 308 309 298 283 321 304 270 303 275 302 278 330 323 300 317 280

[343] 278 303 285 286 283 323 299 290 308 314 298 254 288 288 285 316 290 268

[361] 308 275 316 322 313 295 290 268 285 310 295 315 288 311 332 292 278 328

[379] 291 291 317 296 287 305 288 278 303 325 325 290 346 294 323 293 313 310

[397] 308 323 276 304 305 319 311 288 279 301 317 291 283 283 293 283 312 312

[415] 283 283 302 292 279 319 304 286 299 306 309 310 270 310 302 314 294 306

[433] 300 332 273 237 295 291 306 313 283 322 308 307 318 311 305 289 318 321

[451] 301 323 293 313 272 289 270 306 311 304 282 295 312 301 279 340 318 322

[469] 314 307 279 314 273 314 314 336 297 292 321 284 296 324 300 314 315 292

[487] 314 308 274 295 321 267 271 312 306 297 292 303 301 299 318 316 299 303

[505] 236 311 310 296 328 322 297 279 298 279 303 297 309 289 304 312 292 323

[523] 313 310 284 279 310 299 294 296 325 255 296 279 336 288 293 312 309 314

[541] 274 309 287 291 311 260 297 301 268 311 301 301 288 286 273 310 287 313

[559] 280 284 282 319 317 287 262 302 300 310 280 323 273 284 271 304 321 311

[577] 314 275 314 322 298 279 314 319 282 315 272 285 300 301 305 312 280 279

[595] 307 302 326 315 272 280 292 297 291 307 303 305 310 311 310 306 310 272

[613] 267 266 308 314 291 295 320 316 332 290 353 305 285 345 308 331 299 290

[631] 274 306 309 313 279 313 298 280 277 301 325 275 321 321 308 335 284 297

[649] 274 328 266 283 328 317 287 310 310 298 325 304 308 294 362 299 297 306

[667] 331 311 295 305 282 278 297 289 292 333 298 275 297 313 304 329 294 302

[685] 323 273 282 303 316 281 295 313 282 301 272 283 332 292 314 306 301 285

[703] 274 290 309 298 296 302 311 286 281 290 280 303 278 294 306 320 325 298

[721] 283 288 315 337 307 302 309 308 284 294 297 298 306 305 313 276 291 301

[739] 305 306 298 299 292 309 338 320 247 257 318 334 305 271 314 323 310 312

[757] 308 280 297 284 311 286 301 260 309 294 295 304 323 293 341 302 277 305

[775] 264 270 278 337 290 303 302 303 303 278 312 276 300 309 271 312 338 312

[793] 289 308 303 320 309 295 299 282 300 298 286 294 316 328 298 292 292 301

[811] 302 299 297 299 299 301 298 320 297 307 284 308 331 290 297 315 309 336

[829] 273 318 300 323 294 311 322 284 317 307 284 270 301 280 314 279 267 288

[847] 294 320 281 290 309 284 295 307 304 330 292 306 287 290 325 312 277 283

[865] 317 289 307 323 333 297 282 280 273 330 315 323 291 287 283 317 306 280

[883] 289 288 300 324 291 296 285 303 311 278 286 289 308 294 324 299 299 297

[901] 289 329 305 285 305 285 306 288 348 295 277 283 267 303 282 318 290 272

[919] 295 305 286 295 303 293 317 303 311 310 321 304 290 297 286 309 288 283

[937] 305 307 308 288 307 287 283 335 286 306 289 273 309 313 294 312 230 306

[955] 318 287 298 300 304 306 291 299 315 300 286 272 300 312 318 282 306 292

[973] 316 341 310 284 313 324 316 299 318 311 326 295 307 271 290 298 306 320

[991] 341 292 274 291 306 314 273 297 271 276

> mean = mean(s)

> mean

[1] 299.824

> var = (n/(n-1))\*var(s)

> var

[1] 298.622

> z=(300-mean)/sqrt(var)

> #required prob using CLT P(S>=300)=1-P(S<300)

> p1 = 1-pnorm(z,0,1)

> p1

[1] 0.4959369

> #exact probability P(S>=300)=1-P(S<300)

> p2 = 1-ppois(299,300)

> p2

[1] 0.5076778

Q3. Let X1, X2 ……X50 be a random sample from Bernoulli(=0.45). S=![](data:image/png;base64,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).

(i) find prob(S30) using central limit theorem and compare with exact probability.

> n=1000

> s=rep(0,1000)

> for(i in 1:1000)

+ {

+ x = rbinom(50,1,0.45)

+ s[i] = sum(x)

+ }

> s

[1] 19 26 25 20 23 23 24 15 25 30 23 22 21 26 20 23 35 21 21 18 22 22 26 25

[25] 19 23 28 22 29 25 21 22 21 22 25 27 26 26 25 23 17 24 22 24 18 28 26 21

[49] 25 18 21 25 20 21 19 25 19 21 25 21 24 18 18 25 25 19 26 26 21 23 20 21

[73] 29 27 20 18 24 23 26 25 26 24 20 28 27 22 20 24 20 27 20 17 15 29 16 24

[97] 18 24 23 20 25 18 24 24 23 18 23 26 24 26 25 21 21 23 18 25 23 25 26 20

[121] 22 24 22 19 25 19 21 20 21 22 28 20 30 19 21 20 22 25 21 26 25 21 23 25

[145] 22 28 25 16 23 26 19 21 22 19 23 22 24 24 13 19 25 22 18 17 23 20 20 20

[169] 22 20 17 18 19 25 20 23 18 20 15 19 18 23 28 24 21 25 24 26 28 23 21 26

[193] 23 20 23 19 19 24 23 25 22 25 22 27 23 20 22 24 20 25 21 25 27 25 21 21

[217] 27 23 22 27 28 24 22 31 27 20 22 21 19 28 24 20 16 24 25 20 23 24 18 24

[241] 22 19 19 16 20 21 26 19 34 23 23 19 26 26 24 22 23 22 29 20 24 25 24 25

[265] 24 26 19 27 19 22 23 21 24 19 26 23 17 22 23 22 28 19 23 25 23 26 24 18

[289] 18 21 24 20 21 30 25 25 27 15 22 22 14 20 29 24 23 23 23 25 25 23 26 14

[313] 19 22 17 26 23 27 24 25 29 20 25 24 28 20 21 24 19 28 20 23 21 28 18 26

[337] 19 21 14 27 23 24 18 24 25 14 28 24 17 26 21 26 19 21 30 27 24 18 23 22

[361] 17 20 26 20 32 16 18 23 23 20 21 24 19 24 21 20 25 25 21 29 22 27 22 19

[385] 20 17 21 26 19 25 21 21 28 16 19 18 30 26 25 26 26 18 21 22 26 22 25 26

[409] 24 22 25 25 22 31 26 19 22 23 27 20 24 24 26 26 21 22 22 25 24 19 24 25

[433] 28 24 21 31 21 22 18 22 16 21 19 24 21 27 20 16 25 23 23 25 23 20 14 16

[457] 23 18 19 22 21 16 24 19 27 14 26 26 25 22 16 22 22 17 21 23 21 25 22 21

[481] 22 22 21 23 21 20 31 19 23 23 19 22 17 22 21 25 19 25 13 24 19 22 17 29

[505] 18 21 24 20 25 20 19 23 21 18 25 31 30 28 21 23 20 24 23 27 21 28 20 24

[529] 19 23 17 17 24 24 24 26 29 24 19 18 22 23 18 23 25 20 24 26 24 26 25 28

[553] 27 24 19 25 22 25 16 19 20 18 20 28 18 19 23 26 25 23 25 25 27 13 26 25

[577] 21 29 28 20 23 23 22 19 23 27 25 21 29 23 21 22 20 17 17 13 23 20 29 20

[601] 19 28 15 22 25 23 25 28 20 28 25 18 25 26 20 26 25 19 24 19 15 27 18 19

[625] 24 23 23 24 20 17 24 18 23 20 23 24 16 24 19 20 19 23 31 25 26 25 23 22

[649] 21 31 28 23 24 29 22 26 25 29 18 25 21 28 22 20 26 23 17 27 23 18 27 26

[673] 14 22 17 15 19 28 21 20 29 20 21 21 21 22 19 22 18 20 28 18 23 25 21 16

[697] 21 26 21 28 25 28 23 23 29 19 24 23 26 27 18 19 21 23 30 19 22 19 28 26

[721] 25 17 26 22 25 25 23 26 24 24 17 18 17 22 17 27 22 28 21 28 20 18 22 21

[745] 18 21 22 24 19 21 22 23 20 17 21 16 20 19 26 23 22 22 26 19 16 17 16 27

[769] 25 21 22 21 24 24 20 27 20 26 30 17 15 26 28 22 20 23 21 20 22 23 21 18

[793] 21 24 23 27 24 20 30 18 28 19 24 20 25 20 22 22 29 25 22 23 27 30 19 29

[817] 21 24 24 24 23 30 23 25 22 30 20 24 27 20 29 27 20 13 17 26 22 18 23 21

[841] 17 23 24 15 21 14 25 22 15 24 20 23 21 23 21 25 22 21 17 22 23 20 26 23

[865] 17 20 24 14 24 30 23 20 24 25 21 17 29 20 22 19 22 22 20 27 25 22 23 20

[889] 21 24 16 26 21 23 21 28 25 20 22 20 25 23 24 18 25 24 23 25 22 24 30 24

[913] 27 26 19 18 18 25 26 19 23 26 23 23 18 17 17 26 18 20 19 22 23 26 20 22

[937] 20 19 21 24 23 18 23 20 18 22 22 15 22 18 22 27 26 24 20 17 30 17 22 27

[961] 25 24 23 21 17 19 21 22 20 26 25 17 26 23 24 30 23 22 21 16 24 26 21 19

[985] 26 25 25 21 25 26 21 24 25 17 18 19 23 25 15 29

> mean = mean(s)

> mean

[1] 22.458

> var = (n/(n-1))\*var(s)

> var

[1] 12.8399

> z=(30-mean)/sqrt(var)

> #required prob using CLT P(S>=30)=1-P(S<30)

> p1 = 1-pnorm(z,0,1)

> p1

[1] 0.01765545

> #exact probability P(S>=30)=1-P(S<30)

> p2 = 1-pbinom(29,50,0.45)

> p2

[1] 0.02353582

(ii) find prob(S10) using central limit theorem and compare with exact probability.

> n=1000

> s=rep(0,1000)

> for(i in 1:1000)

+ {

+ x = rbinom(50,1,0.45)

+ s[i] = sum(x)

+ }

> s

[1] 25 23 22 26 25 22 17 27 21 22 23 23 29 25 19 20 19 18 28 27 28 25 26 24

[25] 25 23 24 25 21 24 27 17 28 20 20 30 22 28 19 15 20 21 25 22 27 22 19 27

[49] 30 22 18 23 18 22 19 24 19 18 25 25 23 28 18 21 16 26 26 23 24 18 23 20

[73] 19 31 27 26 23 21 29 18 17 19 18 18 25 24 20 28 21 24 23 25 27 22 19 21

[97] 24 25 19 27 17 22 20 26 25 19 23 26 20 23 23 24 20 24 30 20 16 22 22 26

[121] 18 22 22 24 25 22 25 22 20 20 21 25 24 22 26 22 24 24 25 25 18 21 18 25

[145] 26 28 21 21 26 21 21 21 20 23 19 24 25 20 21 23 25 26 23 26 22 15 24 23

[169] 24 25 19 23 22 21 20 20 27 27 20 13 21 25 21 22 23 17 34 25 16 22 20 22

[193] 23 25 24 22 26 17 23 24 19 27 25 18 21 32 27 23 22 21 24 17 23 26 18 21

[217] 19 22 25 17 20 25 30 22 25 23 17 20 21 19 20 24 24 24 25 20 22 23 21 29

[241] 22 22 23 19 25 25 20 28 29 18 30 27 16 23 26 18 22 22 15 26 18 24 25 21

[265] 21 20 17 18 22 23 22 22 17 14 27 25 18 19 15 24 21 24 18 26 23 22 27 25

[289] 21 20 22 22 25 22 20 19 25 19 23 24 21 17 30 25 26 25 28 27 23 20 22 21

[313] 29 23 25 16 25 22 21 21 30 23 29 21 27 30 24 21 19 24 24 24 24 22 22 22

[337] 32 26 16 21 27 21 17 24 25 29 18 24 21 28 23 19 21 16 28 23 21 17 23 25

[361] 19 21 18 26 18 25 22 21 23 25 21 26 23 27 16 23 22 28 18 23 26 20 21 25

[385] 21 20 23 20 27 17 26 28 24 28 27 19 22 23 23 26 29 21 22 21 22 24 25 23

[409] 23 20 23 24 21 20 21 21 22 21 19 16 21 24 20 26 22 19 24 26 24 22 17 21

[433] 26 20 25 18 29 21 23 25 25 23 29 24 24 23 17 23 21 25 24 21 18 24 22 20

[457] 24 21 26 15 21 24 21 16 27 28 26 24 21 16 23 26 28 18 21 22 22 19 19 21

[481] 18 16 18 21 24 22 25 25 25 16 27 23 23 17 24 21 25 21 26 22 23 18 30 25

[505] 27 18 23 22 20 22 25 26 27 28 20 19 25 16 23 26 20 27 16 21 23 17 19 22

[529] 25 19 19 22 18 22 22 17 27 14 23 19 24 23 21 22 18 13 19 16 26 24 21 26

[553] 19 19 25 26 31 23 25 29 24 22 24 23 20 22 23 19 23 19 22 26 24 14 22 23

[577] 24 18 20 26 27 21 21 21 24 28 22 28 22 30 24 23 27 21 21 23 24 23 26 23

[601] 31 23 24 21 23 24 24 19 21 22 20 18 24 26 19 25 22 20 24 19 21 17 23 25

[625] 21 27 17 18 21 27 17 27 19 31 19 20 24 24 18 23 22 22 24 15 27 22 30 20

[649] 28 19 25 27 25 26 26 21 16 19 22 20 17 18 19 17 26 23 19 24 26 22 18 25

[673] 22 22 18 20 15 26 23 27 22 18 23 20 24 23 21 20 21 21 20 21 22 19 26 21

[697] 21 22 24 20 25 28 17 23 20 20 30 25 24 25 27 18 21 27 17 23 25 22 19 25

[721] 14 17 23 22 17 23 24 23 28 19 16 22 22 26 26 19 26 25 27 21 10 24 32 21

[745] 21 27 23 31 22 17 21 20 22 24 20 17 21 21 18 22 26 17 26 22 21 18 23 22

[769] 23 19 20 23 20 24 22 25 22 24 26 20 16 24 14 20 21 21 22 19 23 22 25 23

[793] 22 21 25 19 14 25 26 30 23 20 19 23 27 24 18 17 26 15 22 21 26 22 18 27

[817] 22 16 24 24 29 23 23 25 25 25 21 25 20 27 25 23 22 21 19 21 13 29 25 27

[841] 20 19 19 27 20 27 25 26 20 19 24 24 27 23 17 21 19 24 18 20 25 21 31 12

[865] 22 25 22 21 21 22 20 19 23 26 22 24 25 18 20 25 17 17 27 24 22 23 17 27

[889] 18 20 23 21 26 19 22 25 25 26 22 24 23 22 21 18 18 24 19 22 27 28 21 29

[913] 14 24 15 30 24 15 29 21 25 20 17 25 30 23 24 25 24 21 13 18 18 12 23 24

[937] 30 23 24 20 22 27 24 25 25 25 26 26 20 20 25 21 28 24 24 23 23 20 19 22

[961] 19 24 23 19 20 17 20 28 28 27 25 19 15 21 27 25 21 25 23 23 26 23 22 20

[985] 25 22 20 28 26 23 21 20 27 22 30 15 27 18 20 27

> mean = mean(s)

> mean

[1] 22.422

> var = (n/(n-1))\*var(s)

> var

[1] 12.65121

> z=(10-mean)/sqrt(var)

> #required prob using CLT P(S>=10)=1-P(S<10)

> p1 = 1-pnorm(z,0,1)

> p1

[1] 0.9997607

> #exact probability P(S>=10)=1-P(S<10)

> p2 = 1-pbinom(10,50,0.45)

> p2

[1] 0.9997987